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Abstract: Before tackling the question we should perhaps begin by saying what a semigroup is. A non-empty set S 

endowed with a single binary operation ° is known as a semigroup if for evey x,y,z [2][3]in S,  (𝒙𝒚)𝒛 = 𝒙(𝒚𝒛). If in 

addition there exists 1 in S such that, for every  x in S, 𝟏𝒙 = 𝒙𝟏 = 𝒛 we say that S is a semigroup with identity or (more 

usually) a monoid. In this article, we give a definition of an space valued fuzzy weakly inside ideal. We study some 

interesting properties [4] [5] [6] of space valued fuzzy weakly inside ideals and the relationship between space valued 

fuzzy weakly interior ideals and space valued fuzzy principles. We characterize some semigroups by using interval valued 

fuzzy weakly interior principles. Moreover, we found theorems of the homorphic image and the preimage of an space 

valued fuzzy weakly inside principle in semigroups [7]. 

Keywords: Period valued fuzzy weakly inside principles, normal semigroup, intra-normal semigroup, semisimple 

semigroup, and weakly normal semigroup, Pumping Lemma. 

1. INTRODUCTION 

 Suppose S is a semigroup with identity monoid, we shall be confining ourself today to semigroups that have no 

additional structure [1]. Thus, though semigroups feature quite prominently in parts of functional analysis, the 

algebraic structure of those semigroups is usually very straightforward and so they scarely rate a mention in any 

algebraic theory. Equally, although they are often of greater algebraic interest, We shall say nothing about 

topological semigroups.   Assusme that begin by answering a slightly different question: Who studies semigroups? 

Sectopm 20 in Mathematical Reviews is entitled “ Groups and Generalizatrions” and has two leper colonies at the 

end, is known as 20M semigroups and 20N other generalizations. In the introduction to their algebraic theory of 

semigroups in 1961 Clifford and Preston  [2] remarked that about thirty papers on semigroups per year were 

currently appearing. Incidentally, comparable figures for other generalizations are about on third of these. So it is 

clear that of all generalizations of the group concept the semigroup is the one that has attracted the most interest by 

far. We shall in due course hazard a guess as to why this is so. Mathematics are rightly a bit suppicious of theories 

whose only motive seems to be to generalize existing theories-and if the only motivation for semigroup theory were 

to examine group theoretical results with a view to generalization, then we would have no very convincing answer to 

the question of in this title.  

Definition: For clearly every ring (R,+, .) [2]  is a semigroup if we simply neglect the operation + . The converse is 

certainly not true: that is, there are semigroups (S, .) [3] with zero on which it is not possible to define an operation + 

so as to create a ring (S, +, .) . The easiest way to see this is to recall the known result that a ring (R, +, .) with the 

property that  𝑥2 = 𝑥 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑥 𝑖𝑛 𝑅  is necessarily commutative satisfies 𝑥𝑦 = 𝑦𝑥 𝑓𝑜𝑟 𝑒𝑣𝑒𝑟𝑦 𝑥 𝑖𝑛 𝑅. Assume that 
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𝑆 = (𝐴 × 𝐵) ∪ {0}, 𝑤ℎ𝑒𝑟𝑒 𝐴, 𝐵 𝑎𝑟𝑒 𝑛𝑜𝑛 − 𝑒𝑚𝑝𝑡𝑦 𝑠𝑒𝑡𝑠 𝑎𝑛𝑑 0 does not belongs to 𝐴 × 𝐵, 𝑎𝑛𝑑 𝑚𝑎𝑘𝑒 𝑆  into a 

semigroup with zero by defining (𝑎, 𝑏)0 = 0(𝑎, 𝑏) = 00 = 0, (𝑎1, 𝑏1)(𝑎2, 𝑏2) = (𝑎1, 𝑏2). 

Definition: Suppose that a semigroup (S, .) is normal iff ( 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑎 ∈ 𝑆)(∃ 𝑎′𝑏𝑒𝑙𝑜𝑛𝑔𝑠 𝑆) 𝑎𝑎′𝑎 = 𝑎, 𝑎′𝑎𝑎′ =

𝑎′𝑠𝑜, 𝑠𝑖𝑚𝑝𝑙𝑦 𝑤𝑒 𝑡𝑎𝑘𝑒 𝑎′ = 𝑥𝑎𝑥 𝑤𝑒 ℎ𝑎𝑣𝑒 𝑎𝑎′𝑎 = 𝑎, 𝑎′𝑎𝑎′ = 𝑎′. 

The element 𝑎′𝑖𝑠 𝑢𝑠𝑢𝑎𝑙𝑙𝑦 𝑖𝑠 𝑘𝑛𝑜𝑤𝑛 𝑎𝑠 𝑎𝑛 𝑖𝑛𝑣𝑒𝑟𝑠𝑒 𝑜𝑓 𝑎, but it should be noted that this is a weaker concept of 

inverse than the one used in group theory: Observe that four element semigroup with Cayley table as hold [4] [5]: 

 

 

 

 

It is easy to check that every element is an inverse of every other element. 

Theorem 1: The following conditions on a regular semigroup S are equivalent: 

(i) Idempotents commute;  (ii) Inverse are unique. 

Proof: Suppose that idempotents commute. Assume that 𝑎′, 𝑎∗ 𝑏𝑒 𝑎𝑛 𝑖𝑛𝑣𝑒𝑟𝑠𝑒 𝑜𝑓 𝑎, 𝑇ℎ𝑒𝑛 𝑎′ = 𝑎′𝑎𝑎′ =

𝑎′𝑎𝑎∗𝑎𝑎′ = 𝑎′𝑎𝑎∗𝑎𝑎∗ 𝑎𝑎′ = 𝑎∗𝑎𝑎′𝑎𝑎∗𝑎𝑎′ = 𝑎∗𝑎𝑎′𝑎𝑎′𝑎𝑎∗ = 𝑎∗𝑎𝑎∗ = 𝑎∗ Assume that 

𝑒, 𝑓 𝑏𝑒 𝑖𝑑𝑒𝑚𝑝𝑜𝑡𝑒𝑛𝑡𝑠 𝑎𝑛𝑑 𝑙𝑒𝑡 𝑥 𝑏𝑒 𝑡ℎ𝑒 𝑢𝑛𝑖𝑞𝑢𝑒 𝑖𝑛𝑣𝑒𝑠𝑒 𝑜𝑓 𝑒𝑓: 𝑒𝑓𝑥𝑒𝑓 = 𝑒𝑓,  𝑥𝑒𝑓𝑥 =

𝑥. 𝑇ℎ𝑒𝑛 𝑓𝑥𝑒 𝑖𝑠 𝑖𝑑𝑒𝑚𝑝𝑜𝑡𝑒𝑛𝑒𝑡, 𝑠𝑖𝑛𝑐𝑒 (𝑓𝑥𝑒)2 = 𝑓(𝑥𝑒𝑓𝑥)𝑒 = 𝑓𝑥𝑒; 𝑎𝑛𝑑 𝑒𝑓 𝑖𝑠 𝑎𝑛 inverse of 𝑓𝑥𝑒: (𝑓𝑥𝑒)(𝑒𝑓)(𝑓𝑥𝑒) =

𝑓(𝑥𝑒𝑓𝑥)𝑒 = 𝑓𝑥𝑒, (𝑒𝑓)(𝑓𝑥𝑒)(𝑒𝑓) = 𝑒𝑓𝑥𝑒𝑓 − 𝑒𝑓  But an idempotent 𝑖 𝑖𝑠 𝑖𝑡𝑠 𝑜𝑤𝑛 𝑢𝑛𝑖𝑞𝑢𝑒 𝑖𝑛𝑣𝑒𝑟𝑠𝑒 (𝑖𝑖𝑖 = 𝑖, 𝑖𝑖𝑖 =

𝑖)𝑎𝑛𝑑 𝑠𝑜 𝑒𝑓 = 𝑓𝑥𝑒, 𝑎𝑛𝑑 𝑖𝑑𝑒𝑚𝑝𝑜𝑡𝑒𝑛𝑡. Similarly 𝑓𝑒 𝑖𝑠 idempotent.  

The unique inverse of 𝑒𝑓 𝑖𝑠 𝑡ℎ𝑢𝑠 𝑒𝑓 𝑖𝑡𝑠𝑒𝑙𝑓. On the other hand 𝑓𝑒 𝑖𝑠 𝑎𝑛 𝑖𝑛𝑣𝑒𝑟𝑠𝑒 𝑜𝑓 𝑒𝑓, 𝑠𝑖𝑛𝑐𝑒 

(𝑒𝑓)(𝑓𝑒)(𝑒𝑓) = (𝑒𝑓)2 = 𝑒𝑓, (𝑓𝑒)(𝑒𝑓)(𝑓𝑒) − (𝑓𝑒)2 = 𝑓𝑒. It follows that 𝑒𝑓 = 𝑓𝑒, 𝑎𝑠 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑.  

That argument goes back to the early 1950s, to some basic work by Vagner and [16] [17] Preston [12] [13] [14]. 

Regular semigroups satisfying either one of the conditions are satisfied. This is known as inverse semigroup. Let me 

give a not very well known example due to Schein and McAlister. Let 𝐺 be a group and let 𝐾(𝐺) be the set of all 

right semigroups of 𝐺. This includes 𝐺 itself and also the semigroups of the subgroup1, which are effectively the 

elements of 𝐺.  By the definition of an operation * on 𝐾(𝐺)  by 𝐻𝑎 ∗ 𝑘𝑏 = (𝐻˅𝑎𝑘𝑎−1)𝑎𝑏.  This is a natural 

definition: [11] it is not hard to check that 𝐻𝑎 ∗ 𝑘𝑏  is the smallest coset containing the product 𝐻𝑎𝑘𝑏. clearly 

𝐻𝑎𝑘𝑏 = (𝐻˅𝑎𝑘𝑎−1)𝑎𝑏 ⊆ (𝐻˅𝑎𝑘𝑎−1)𝑎𝑏. Conversely, suppose that 𝐻𝑎𝑘𝑏 ⊆ 𝑃𝑐(∈ 𝐾(𝐺)). then in particular 𝑎𝑏 ∈

𝑃𝑐 and so 𝑃𝑐 = 𝑃𝑎𝑏. Now 𝐻𝑎𝑑 ⊆ 𝐻𝑎𝑘𝑏 ⊆ 𝑃𝑎𝑏 and so H ⊆ P; also (𝑎𝑘𝑎−1)𝑎𝑏 = 𝑎𝑘𝑏 ⊆ 𝐻𝑎𝑘𝑏 ⊆ 𝑃𝑎𝑏 and so 

𝑎𝑘𝑎−1 ⊆ 𝑃. Thus 𝐻˅𝑎𝑘𝑎−1 ⊆ 𝑃 and so (𝐻˅𝑎𝑘𝑎−1)𝑎𝑏 ⊂ 𝑃𝑎𝑏 = 𝑃𝑐. It is a routine matter to check that * is an 

associative [15] operation and that (𝑎−1𝐻𝑎)𝑎−1 is an inverse of 𝐻𝑎 in the semigroup(𝐾(𝐺), ∗). Now suppose that 

𝐻𝑎 is idempotent: [10] 

𝐻𝑎 = 𝐻𝑎 ∗ 𝐻𝑎 = (𝐻˅𝑎𝐻𝑎−1)𝑎2. In fact the idempotent of  (𝐾(𝐺), ∗) are precisely the subgroups of 𝐺. for any two 

subgroups 𝐻, 𝐾 𝑜𝑓 𝐺  then 𝐻 ∗ 𝐾 = 𝐻˅𝐾 = 𝐾 ∗ 𝐻.  Thus idepotents commute and so (𝐾(𝐺), ∗)  is an inverse 

semigroup. The normal subgroups 𝑁 𝑜𝑓 𝐺 are such that, for all 𝐻𝑎 𝑖𝑛 𝐾(𝐺), 𝑁 ∗ 𝐻𝑎 = (𝑁˅𝐻)𝑎 = (𝑁𝐻)𝑎.  𝐻𝑎 ∗

𝑁 = (𝐻˅𝑎𝑁𝑎−1)𝑎 = (𝐻˅𝑁)𝑎 = (𝑁𝐻)𝑎,  and so are central idempotents in (𝐾(𝐺), ∗). Conversely, if 𝑁 is a central 

idempotent then for all 𝑎 𝑖𝑛 𝐺. 𝑁𝑎 = 𝑁 ∗ 1𝑎 = 1𝑎 ∗ 𝑁 = (1˅𝑎𝑁𝑎−1)𝑎 = 𝑎𝑁 𝑎𝑛𝑑 𝑠𝑜 𝑁 𝑖𝑠 𝑛𝑜𝑟𝑚𝑎𝑙. 

 w x y z 
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The main reason that semigroups turn up in mathematics is that one is very often interested in self-maps of a set of 

one kind or another, and whenever f,g,h are such maps it is automatically the case that ( 𝑓  ⃘ 𝑔)   ⃘ℎ = 𝑓  ⃘ (𝑔   ⃘  ℎ). 

II. Green’s Equivalences 

The equivalences of D, J, H, R and L   

If 𝑎 is an element of a semigroup 𝑆, the smallest left ideal containing 𝑎 is 𝑆𝑎 ∪ {𝑎}, which we may conventiently 

write as 𝑆1𝑎, and which we shall call the principal left ideal generated by 𝑎. An equivalence relation L on 𝑆 is then 

defined by the rule that 𝑎 L b if and only if 𝑎 𝑎𝑛𝑑 𝑏 generate the same principal left ideal, i.e. if and only if 𝑆1𝑎 =

𝑆1𝑏. Similarly, [18] we define R by the rule that 𝑎 R b if and only if 𝑎 𝑎𝑛𝑑 𝑏 generate the same principal right 

ideal, i.e. if and only if 𝑎𝑆1 = 𝑏𝑆1. 

Lemma 2.1 : Assume that 𝑎, 𝑏 be the elements of a semigroup 𝑆. Then 𝑎 L b if and [18] only if there exist 𝑥, 𝑦 𝑖𝑛 𝑆1 

such that 𝑥𝑎 = 𝑏, 𝑦𝑏 = 𝑎 Also, 𝑎 R b if and only if there exist 𝑢, 𝑣 𝑖𝑛 𝑆1 such that 𝑎𝑢 = 𝑏, 𝑏𝑣 = 𝑎. 

Lemma 2.2: Suppose L is a right congruence and R is a left congruence. We have the intersection of two 

equivalences is again an equivalence. Since the intersection of L and R is of great importance in the development of 

the theory, [18] we reserve for it the letter H  . 

Proposition 2.3 : The relations L and R Commute. 

Proof: If (𝑎, 𝑏) ∈ L and R then there exists 𝑐 ∈ 𝑆 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑎 L c, c L b. That is, there exists𝑥, 𝑦, 𝑢, 𝑣 ∈ 𝑆1 such 

that 𝑥𝑎 = 𝑐, 𝑐𝑢 = 𝑏; 𝑦𝑐 = 𝑎, 𝑏𝑣 = 𝑐.  If we write 𝑑  for the element 𝑦𝑐𝑢 𝑜𝑓 𝑆, 𝑡ℎ𝑒𝑛 𝑎𝑢 = 𝑦𝑐𝑢 = 𝑑 𝑎𝑛𝑑 𝑑𝑣 =

𝑦𝑐𝑢𝑣 = 𝑦𝑏𝑣 = 𝑦𝑐 = 𝑎, [18] from which it follows that 𝑎 R d also, 𝑦𝑏 = 𝑦𝑐𝑢 = 𝑑 𝑎𝑛𝑑 𝑥𝑑 = 𝑥𝑦𝑐𝑢 = 𝑥𝑎𝑢 = 𝑐𝑢 =

𝑏. We deduce that (𝑎, 𝑏) ∈ R   ⃘ L . Thus L   ⃘ R ⊆ R   ⃘L .  The principal [18] two-sided ideal generated by an element 

a of 𝑆 is 𝑆1𝑎𝑆1 = 𝑆𝑎𝑆 ∪ 𝑎𝑆 ∪ 𝑆𝑎 ∪ {𝑎}, 𝑎𝑛𝑑 𝑤𝑒 𝑤𝑟𝑖𝑡𝑒 𝑎 J b if 𝑆1𝑎𝑆1 = 𝑆1𝑏𝑆1, i.e. if there exist 𝑥, 𝑦, 𝑢, 𝑣 𝑖𝑛 𝑆1 for 

which 𝑥𝑎𝑦 = 𝑏, 𝑢𝑏𝑣 = 𝑎. It is immediate that L  ⊆ J , R ⊆ J  ; hence, since D is the smallest equivalence containing 

L and R it follows that by[1] Green certain classes of semigroups we do have equality. Certainly in commutative 

semigroups we have D = J = H = R =L  . 

Preposition 2.4 : If 𝑆 𝑖𝑠 𝑎 𝑝𝑒𝑟𝑖𝑜𝑑𝑖𝑐 𝑠𝑒𝑚𝑖𝑔𝑟𝑜𝑢𝑝, 𝑡ℎ𝑒𝑛 D = J . 

Proof:  Supp ose that 𝑎, 𝑏 𝑖𝑛 𝑆 𝑎𝑟𝑒 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 a  J   b. Then there exist 𝑥, 𝑦, 𝑢, 𝑣 𝑖𝑛 𝑆1 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 

𝑥𝑎𝑦 = 𝑏, 𝑢𝑏𝑣 = 𝑎. 𝑇𝑜 prove the required result we require to show that there exists 𝑐 𝑖𝑛 𝑆 for which 𝑎 L  𝒄 , 𝒄 R 𝒃.  

Now , it follows easily from the equations are hold: [18] 

𝑎 = (𝑢𝑥)𝑎(𝑦𝑣) = (𝑢𝑥)2𝑎(𝑦𝑣)2 = (𝑢𝑥)3𝑎(𝑦𝑣)3 = ⋯, 

𝑏 = (𝑥𝑢)𝑏(𝑢𝑦) = (𝑥𝑢)2𝑏(𝑢𝑦)2 = (𝑥𝑢)3𝑎(𝑣𝑦)3 = ⋯ 

Since 𝑆  is periodic we can by find an 𝑚 𝑓𝑜𝑟 𝑤ℎ𝑖𝑐ℎ (𝑢𝑥)𝑚  is idempotent. Then if we assume that 𝑐 =

𝑥𝑎, 𝑤𝑒 ℎ𝑎𝑣𝑒 𝑎 = (𝑢𝑥)𝑚𝑎(𝑦𝑣)𝑚 = (𝑢𝑥)𝑚(𝑢𝑥)𝑚𝑎(𝑦𝑣)𝑚 = (𝑢𝑥)𝑚𝑎 = (𝑢𝑥)𝑚−1𝑢𝑐, and so 

𝑎 L  𝑐 .Also ,𝑐𝑦 = 𝑥𝑎𝑦 = 𝑏, 𝑎𝑛𝑑 𝑖𝑓 𝑤𝑒 𝑐ℎ𝑜𝑜𝑠𝑒 𝑛 𝑠𝑜 𝑡ℎ𝑎𝑡 (𝑢𝑦)𝑚 is idempotent. We have 

𝑐 = 𝑥𝑎 = 𝑥 (𝑢𝑥)𝑛+1𝑎(𝑦𝑣)𝑛+1 = (𝑥𝑢)𝑛+1𝑥𝑎𝑦(𝑢𝑦)𝑛𝑣 

= (𝑥𝑢)𝑛+1𝑏(𝑢𝑦)2𝑛𝑣 = (𝑥𝑢)𝑛+1𝑏(𝑢𝑦)𝑛+1(𝑢𝑦)𝑛−1𝑣 = 𝑏(𝑢𝑦)𝑛−1𝑣. 
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Proposition 2.5: If 𝑆 is a semigroup satisfying 𝑚𝑖𝑛𝐿𝑎𝑛𝑑𝑚𝑖𝑛𝑅  𝑡ℎ𝑒𝑛 D = J . 

Proof: If 𝑆 is a semigroup satisfying 𝑚𝑖𝑛𝐿𝑎𝑛𝑑𝑚𝑖𝑛𝑅  𝑡ℎ𝑒𝑛 so does 𝑆1, 𝑓𝑜𝑟 𝑆1 has exactly the same set of principal 

left and right ideals as 𝑆 except for 𝑆1 itself. We may thus assume that 𝑆 has an identity element. If the, we have a J   

b , we may assert that there exist 𝑝, 𝑞, 𝑟, 𝑠 𝑖𝑛 𝑆 𝑠𝑢𝑐ℎ  

That 𝑝𝑎𝑞 = 𝑏, 𝑟𝑏𝑠 = 𝑎.  It follows that the set 𝑋 = {𝑥 ∈ 𝑆: (∃𝑦 ∈ 𝑆)𝑥𝑎𝑦 = 𝑏} is non-empty, and hence so also is 

the subgroup ˄ = {𝑳𝒙: 𝒙 ∈ 𝑿} of 𝑆/ L  . The condition 𝑚𝑖𝑛𝐿  allows us to select a minimal element 𝑳𝒖 in ˄;  thus 

𝑢𝑎𝑣 = 𝑏 𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡 𝑣 𝑜𝑓 𝑆. 

Now 𝑢𝑟𝑢𝑎𝑣𝑠𝑣 = 𝑏 and so 𝑳𝒖𝒓𝒖 𝒊𝒏 ˄. we have 𝑳𝒖𝒓𝒖 ≤ 𝑳𝒖, it follows by the minimality of 𝑳𝒖 𝒊𝒏 ˄ that 𝑳𝒖𝒓𝒖 = 𝑳𝒖.  

Hence we have 𝑳𝒖 = 𝑳𝒖𝒓𝒖 ≤ 𝑳𝒓𝒖 ≤ 𝑳𝒖 and so 𝒓𝒖 L  𝒖. 

Lemma 2.5: Suppose that 𝑎, 𝑏 be R – equivalent elements in a semigroup 𝑆 𝑎𝑛𝑑 𝑙𝑒𝑡 𝑠, 𝑠′𝑖𝑛 𝑆′ 𝑏𝑒  such that 𝑎𝑠 =

𝑏, 𝑏𝑠′ = 𝑎.  Then the right translations 𝜌𝑠|𝐿𝑎 , 𝜌𝑠|𝐿𝑏 are mutually inverse [18] R – class preserving bijections from 

𝐿𝑎  𝑜𝑛𝑡𝑜 𝐿𝑏 and from 𝐿𝑏 𝑜𝑛𝑡𝑜 𝐿𝑎 respectively. The left-right dual is proved in an analogous way: 

Lemma 2.6: Suppose that 𝑎, 𝑏 be D – equivalent elements in a semigroup 𝑆, then |𝐻𝑎| = |𝐻𝑏|. 

Proof: If 𝑐 𝑖𝑠 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝒂 R c, c L   b, and if 𝑠, 𝑡, 𝑠′, 𝑡′𝑖𝑛 𝑆′𝑎𝑟𝑒 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑎𝑠 = 𝑐, 𝑐𝑠′ = 𝑎 

𝑡𝑐 = 𝑏, 𝑡′𝑏 = 𝑐,  then by the preceding lemmas (𝜌𝑠|𝐻𝑎) is a bijection onto 𝐻𝑐and (𝜆 𝑡|𝐻𝑐)is a bijection on to 𝐻𝑏 . 

Thus 𝜌𝑠𝜆 𝑡: 𝑥 → 𝑡𝑥𝑠 𝑖𝑠 𝑎 𝑏𝑖𝑗𝑒𝑐𝑡𝑖𝑜𝑛 𝑓𝑟𝑜𝑚 𝐻𝑎  𝑜𝑛𝑡𝑜 𝐻𝑏  , it follows that |𝐻𝑎| = |𝐻𝑏|. 

Lemma 2.7: If 𝑥, 𝑦 ∈ 𝑆 𝑎𝑟𝑒 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑥𝑦 ∈ 𝐻𝑥  𝑡ℎ𝑒𝑛 (𝜌𝑦|𝐻𝑥)  is a bijection of 𝐻𝑥  onto itself. If 𝑥𝑦 ∈ 𝐻𝑦  then 

(𝜆 𝑥|𝐻𝑦) is a bijection of 𝐻𝑦  onto itself. 

Theorem 2.8: (Green’s Theorem) If H is an H – class [18] in a semigroup S then either 𝐻2 ∩ 𝐻 = ∅ 𝑜𝑟 

𝐻2 = 𝐻 𝑖𝑠 𝑎 𝑠𝑢𝑏𝑔𝑟𝑜𝑢𝑝 𝑜𝑓 𝑆.  

Proof: Suppose that 𝐻2 ∩ 𝐻 ≠ ∅ , [15] so that there exist 𝑎, 𝑏  such that 𝑎𝑏 ∈ 𝐻. By the lemma, 𝜌𝑏𝑎𝑛𝑑 𝜆 𝑎  are 

bijections of H onto itself. Hence ℎ𝑏 ∈ 𝐻 𝑎𝑛𝑑 𝑎ℎ ∈ 𝐻 for every ℎ 𝑖𝑛 𝐻.  Again by the lemma it follows that 

𝜆 ℎ𝑎𝑛𝑑 𝜌ℎ are bijections of 𝐻 onto itself. 𝐻ℎ = ℎ𝐻 = 𝐻 𝑓𝑜𝑟 𝑒𝑣𝑒𝑟𝑦   

ℎ 𝑖𝑛 𝐻. 𝐻𝑒𝑛𝑐𝑒 𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑙𝑦 𝐻2 = 𝐻. 

Definition 2.9: A multi-set finite automaton 𝐴 = (𝑄, 𝛴, 𝛿, 𝑞0, 𝐹) [8] is said to be a deterministic multiset finite 

automaton if the following tow conditions are satisfied as follows: 

(i) For all 𝑞 ∈ 𝑄, 𝑎 ∈ 𝛴, 𝑖𝑓 (𝑞, 𝑎, 𝑞′) ∈ 𝛿 and (𝑞, 𝑎, 𝑞′′) ∈ 𝛿, then 𝑞′ = 𝑞′′. 

(ii) For each state 𝑞 ∈ 𝑄, 𝑖𝑓 (𝑞, 𝑎, 𝑞′) ∈ 𝛿, then for all b≠ 𝑎 and for all 𝑞′′ ∈ 𝑄, (𝑞. 𝑏, 𝑞′′) ∉ 𝛿. [8] [9] 

Obviously, a deterministic multi-set finite automaton represents a special case of a multi-set finite automaton. It is 

the well-known fact that in classical automata theory, the family of all languages accepted by non-deterministic 

finite automata equals the family of all languages by deterministic finite automata.  

Theorem 2.10: The family of all languages accepted by deterministic multi-set finite automata is the proper 

subfamily of the family of all languages accepted [6] by multi-set finite automata. 

A. Fuzzy multi-set finite automata: consider fuzzy sets with truth values in the unit interval [0,1] i.e., a fuzzy 

set in a universe set X is any mapping [12] 𝐴: 𝑋 → [0,1], 𝐴(𝑥) being interpreted as the truth degree of the fact that “ 
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𝑥 belongs to 𝐴” and being called membership value. A fuzzy relation R between sets X and Y is defined as a 

mapping [13] 𝑅: 𝑋 × 𝑌 → [0,1]. Analogously, a fuzzy ternary relation R is defined as a mapping 𝑅: 𝑋 × 𝑌 × 𝑍 →

[0,1] for any fuzzy set A, the set 𝑠𝑢𝑝𝑝(𝐴) = {𝑎 ∈ 𝑋⎹𝐴(𝑎) > 0} is called support of A. 

Definition 2.11: A fuzzy multi-set finite automaton ( FMFA ) is an ordered quintuple                  𝐴 =

(𝑄, 𝛴, 𝛿, 𝑞0, 𝐹) where Q is a nonempty finite set of states, Σ is the input alphabet, 𝑞0 is the initial state, 𝐹: 𝑄 → [0,1] 

[14]is a fuzzy set in 𝑄 , and 𝛿: 𝑄 × 𝛴 × 𝑄 → [0,1] is the fuzzy transition relation. 

A state 𝑞 ∈ 𝑄 is called a final state of A if F(q) > 0. We extend the fuzzy relation 𝛿 to fuzzy relation 𝛿∗: 𝑄 × 𝛴⊕ ×

𝑄 → [0,1] in the following way. 

𝛿∗(𝑞, 0𝛴 , 𝑟) = 0 𝑓𝑜𝑟 𝑟 ≠ 𝑞 𝑎𝑛𝑑𝛿∗(𝑞, 0𝛴, 𝑞) = 1,  

𝛿∗(𝑞, 𝛼, 𝑠) = max
𝑎∈𝛴,𝑟∈𝑄

{𝛿(𝑞, 𝛼, 𝑟) ∧ 𝛿∗(𝑟, 𝛼 ⊝ 〈𝑎〉, 𝑠)}. The fuzzy multiset language 𝐿(𝐴) accepted by the FMFA A is 

defined by 𝐿(𝐴) = max
𝑞∈𝑄

𝛿∗(𝑞, 0𝛴, 𝑟) ∧ 𝐹(𝑞)} for all 𝛼 ∈  Σ⊕ and is called a FMFA-language [15] [16]. We will use 

examples of graphical representation which is suitable for fuzzy finite automata a labeled directed graph in which its 

nodes represent states of the automaton, the initial which its nodes represent states of the automaton, the initial state 

is indicated by the arrow pointing at it from nowhere, each final state q is depicted by double circle including the 

value of F(q), and each arc in the graph coincides with a non-null transition. 

 

Example 2.12: Consider FMFA 𝐴 = (𝑄, 𝛴, 𝛿, 𝑞0, 𝐹) with graphical representation from Figure 1. 

                                                                   

  

 

                                                       a/0.4              b/0.7 

 

                                                                              a/0.4 

                                                                     0.2 

                                                                                                           

                                           b/0.3                                                                                

 

                                                                            Fig.1. 

 

It means that 𝑄 = {𝑞0, 𝑞1, 𝑞2}, Σ = {a, b},𝛿 = {𝑞0, 𝑎, 𝑞1} = 𝛿(𝑞2, 𝑎, 𝑞0) = 0.4, 

𝛿(𝑞0, 𝑏, 𝑞2) = 0.3, 𝛿(𝑞𝑖 , 𝑥, 𝑞𝑗) = 0  Otherwise, (𝑞0) = 0, 𝐹(𝑞1) = 1, 𝐹(𝑞2) = 0.2 . Then, for example 𝛿∗(𝑞0, 〈𝑎〉 ⊕

〈𝑏〉, 𝑞0) = max {𝛿(𝑞0, 𝑎, 𝑞1) ∧ 𝛿(𝑞1, 𝑏, 𝑞0), 𝛿(𝑞0, 𝑏, 𝑞2) ∧ 𝛿(𝑞2, 𝑎, 𝑞0) 

                                                  = max {0.4∧0.7, 0.3∧0.4}= 0.4     

Obviously 𝛿∗(𝑞0, 〈𝑎〉 ⊕ 〈𝑏〉2, 𝑞0) = 0, 𝛿∗(𝑞0, 〈𝑎〉 ⊕ 〈𝑏〉2, 𝑞1) = 0, 𝛿∗(𝑞0, 〈𝑎〉 ⊕ 〈𝑏〉2, 𝑞2) = 0.3,  

And 𝐿(𝐴)(〈𝑎〉 ⊕ 〈𝑏〉2) = max {𝛿∗(𝑞0, 〈𝑎〉 ⊕ 〈𝑏〉2, 𝑞2) ∧ 𝐹(𝑞2) = 0.3 ∧ 0.2 = 0.2. 

It is easy to see that 𝐿(𝐴)(𝛼) = {

0.4 𝑖𝑓|𝛼|𝑎 = |𝛼|𝑏 + 1,

0.2 𝑖𝑓 |𝛼|𝑏 = |𝛼|𝑎 + 1,
𝑜             𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

 

 

 The family of all FMFA languages equals the family of all fuzzy multi-set regular languages which are generated 

by fuzzy multi-set regular grammars. 

 

Lemma 2.13:  Let 𝐴 = (𝑄, 𝛴, 𝛿, 𝑞0, 𝐹)  be a FMFA. Then    𝛿∗(𝑞, 𝛼 ⊕ 𝛽, 𝑠) ≥ 𝛿∗(𝑞, 𝛼, 𝑟) ∧ 𝛿∗(𝑟, 𝛽, 𝑠)  for all 

𝑞, 𝑟, 𝑠 ∈ 𝑄, 𝛼, 𝛽 ∈  Σ⊕ . 

 

𝑞1 

𝑞0 

 

𝑞2 
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Definition 2.14: A FMFA 𝐴 = (𝑄, 𝛴, 𝛿, 𝑞0, 𝐹) is said to be deterministic (DFMFA) if the following two conditions 

are satisfied: 

(i) For all 𝑞 ∈ 𝑄, 𝑎 ∈ 𝛴, 𝑖𝑓 𝛿(𝑞, 𝑎, 𝑞′) > 0 𝑎𝑛𝑑 𝛿(𝑞, 𝑎, 𝑞′′) > 0, 𝑡ℎ𝑒𝑛 𝑞′ = 𝑞′′, 

(ii) For each state 𝑞 ∈ 𝑄, 𝑖𝑓 𝛿(𝑞, 𝑎, 𝑞′) > 0, 𝑡ℎ𝑒𝑛 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑏 ≠ 𝑎 and for all  

𝑞′′ ∈ 𝑄, 𝛿(𝑞, 𝑎, 𝑞′′) =0. 

 

   If a language is accepted by a DFMFA, we will call it DFMFA- language. 

The following theorem is a straightforward consequence of Theorem 1. 

 

Theorem 2.15 :  The family of all DFMFA-languages is the proper subfamily of the family of all FMFA-languages. 

 

III. PUMPING LEMMATA FOR FUZZY MULTISET LANGUAGES 

Pumping lemma for regular languages represents well-known necessary condition for a language to be regular. 

Pumping lemma for regular languages: If L is a regular language, then there is a number p ( the pumping length ) 

where, if 𝑤 is any string in L of length at least 𝑝, 𝑡ℎ𝑒𝑛 𝑤 can be divided into three pieces, 𝑤 = 𝑥𝑦𝑧, satisfying the 

following conditions: 

(i) For each 𝑖 ≥ 0, 𝑥𝑦𝑖𝑧 ∈ 𝐿, 

(ii) |𝑦| > 0, (iii) |𝑥𝑦| ≤ 𝑝.  

Theorem 3.1 : Let Σ be an alphabet and 𝐿: 𝛴 → [0,1]. If 𝐿 is a FMFA-language, then there is a number p ( the 

pumping length ) where, if 𝜔 is any multiset of cardinality at least p such that 𝐿(𝜔) > 0, 𝑡ℎ𝑒𝑛 𝜔 can be divided in 

three submultisets. 𝜔 = 𝛼 ⊕ 𝛽 ⊕ 𝛾, satisfying the following condition: 

(i) For each 𝑖 ≥ 1, 𝐿(𝜔) ≤ 𝐿(𝛼 ⊕ 𝛽𝑖 ⊕ 𝛾), 

(ii) 𝑐𝑎𝑟𝑑(𝛽) > 0, 

(iii) 𝑐𝑎𝑟𝑑(𝛼 ⊕ 𝛽) ≤ 𝑝. 

 

Proof: Since L is a FMFA-language, there is a FMFA 𝐴 = (𝑄, 𝛴, 𝛿, 𝑞0, 𝐹) which accepts L. Let us denote p = card 

(Q). Let 𝜔 = 〈𝑎1〉𝑘1 ⊕  … ⊕ 〈𝑎𝑛〉𝑘𝑛 be a multiset with 𝑎1, …  , 𝑎𝑛 ∈ 𝛴, 𝑘1, …  , 𝑘𝑛 ∈ 𝑁, such that 𝑘1 +  … +  𝑘𝑛 ≥

𝑃 𝑎𝑛𝑑 𝐿(𝜔) > 0. 

(i) By Definition 3, there are 𝑏1, …  , 𝑏𝑗 ∈ {𝑎1, …  , 𝑎𝑛}, 𝑞1, …  , 𝑞𝑗 ∈ 𝑄 𝑤𝑖𝑡ℎ 𝑗 = 𝑘1 + … + 𝑘𝑛  such that 

𝐿(𝜔) = 𝛿(𝑞0, 𝑏1, 𝑞1) ∧ 𝛿(𝑞1, 𝑏2, 𝑞2) ∧  … ∧ 𝛿(𝑞𝑗−1, 𝑏𝑗 , 𝑞𝑗) ∧ 𝐹(𝑞𝑗).  Since 𝑗 ≥ 𝑝,  by the Pigeonhole 

principle, a state q must be repeated in the sequence 𝑞0  … 𝑞𝑗 , 𝑖. 𝑒. , 𝑞̃ = 𝑞𝑘 = 𝑞𝑚  for some0 ≤ 𝑘 ≤

𝑚 ≤ 𝑗 . Suppose that 𝑘 𝑎𝑛𝑑 𝑚  are the first such indexes, i.e.  𝑞̃ ≠ 𝑞𝑙 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑙 ∈ {0, … , 𝑘 − 1, 𝑘 +

1, … , 𝑚 − 1 }  . We put 𝛼 = 〈𝑏1〉 ⊕ … ⊕ 〈𝑏𝑘〉, 𝛽 =  〈𝑏𝑘+1〉 ⊕ … ⊕ 〈𝑏𝑚〉, 𝛾 = 〈𝑏𝑚+1〉 ⊕ … ⊕ 〈𝑏𝑗〉 . 

Obviously 𝑐𝑎𝑟𝑑(𝛽) > 0 𝑎𝑛𝑑 𝑐𝑎𝑟𝑑(𝛼 ⊕ 𝛽) ≤ 𝑝. So, conditions (ii) and (iii) are satisfied. 

By the Definition 3, Lemma 1, and commutatively of ⊕, we get for all 𝑖 ≥ 1: 

𝐿 (𝛼 ⊕ 𝛽𝑖 ⊕ 𝛾)  = max
𝑞∈𝑄

{ 𝛿∗(𝑞0, 𝛼 ⊕ 𝛽𝑖 ⊕ 𝛾, 𝑞) ∧ 𝐹(𝑞)} ≥ 𝛿∗(𝑞0, 𝛼 ⊕ 𝛽𝑖 ⊕ 𝛾, 𝑞𝑗) ∧ 𝐹(𝑞) ≥     𝛿∗(𝑞𝑚 , 𝛽𝑖−1, 𝑞𝑚) ∧

𝛿∗(  𝑞0, 𝛼 ⊕ 𝛽 ⊕ 𝛾, 𝑞𝑗) ∧ 𝐹(𝑞𝑗) = 𝛿∗(  𝑞0, 𝛼 ⊕ 𝛽 ⊕ 𝛾, 𝑞𝑗) ∧ 𝐹(𝑞𝑗) = 𝐿(𝜔) 

Hence condition (i) holds true. 
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Example 3.2:  Consider FMFA 𝐴 = (𝑄, 𝛴, 𝛿, 𝑞0, 𝐹) with graphical representation from Figure 2. As follows: 

                                             a/0.5                       a/0.5         

        

                                      a/0.5                     a/0.3                      b/0.5 

 

                                                b/0.5            b/0.5  

 

Clearly 𝐿(𝐴)(〈𝑎〉4 ⊕ 〈𝑏〉4) = 0.3 . If we follow proof of Theorem 3 then we have p = 6 𝑐𝑎𝑟𝑑 (〈𝑎〉4 ⊕ 〈𝑏〉4) = 8, 

and 〈𝑎〉4 ⊕ 〈𝑏〉4 =  𝛼 ⊕ 𝛽 ⊕ 𝛾.Where 𝛼 = 0𝛴, 𝛽 = 〈𝑎〉2 ⊕ 〈𝑏〉2 = 𝛾 

Consequently 𝐿(𝐴)(〈𝑎〉6 ⊕ 〈𝑏〉6) = 0.5 , 𝐿(𝐴)(〈𝑎〉8 ⊕ 〈𝑏〉8) = 𝐿(𝐴)(〈𝑎〉10 ⊕ 〈𝑏〉10) = 0.3, 

𝐿(𝐴)(〈𝑎〉12 ⊕ 〈𝑏〉12) = 0.5 𝑒𝑡𝑐.  

In case of DFMFA-languages, Theorem 3 gains more precise shape: 

Theorem 3.3 : Let Σ be an alphabet and 𝐿:  Σ⊕ → [0,1]. If L is a DFMFA-language, then there is a number p ( the 

pumping length ) where, if 𝜔 is any multiset of cardinality at least p such that 𝐿(𝜔) > 0, then 𝜔 can be divided into 

three submultisets, 𝜔 =  𝛼 ⊕ 𝛽 ⊕ 𝛾, satisfying the following conditions: 

(i) For each 𝑖 ≥ 1, 𝐿(𝜔) = 𝐿(𝛼 ⊕ 𝛽𝑖 ⊕ 𝛾), 

(ii) 𝑐𝑎𝑟𝑑(𝛽) > 0, 

(iii) 𝑐𝑎𝑟𝑑(𝛼 ⊕ 𝛽) ≤ 𝑝. 

Proof: Condition (i) follows directly from the deterministic way of computation. The rest is identical with the earlier 

theorem. 

IV. SOME REMARKS TO DFMFA-LANGUAGES 

Similarly some closure properties of FMA-languages were studied; we will have a look to these properties of 

DFMFA-languages. 

Restrictions put on DFMFA lead to rather simple automata see their simplified graphical representations 

 ( without depicting final states ) on Figure 3. So fuzzy languages accepted by these automata are not too complex. 

In the next statement, we present some negative results concerning DFMFA-languages.        

 

 

 

 

𝑞2 𝑞3 𝑞4 

𝑞1 𝑞0 𝑞5 
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              … 

                                           . . .   

  

                                                             . . .   

 

        

                                                 . . .   

Definition 4.1: Let Σ be an alphabet and 𝐿, 𝐿1, 𝐿2:  Σ⊕ → [0,1]. We define the addition𝐿1 ⊕ 𝐿2, the union 𝐿1 ∪ 𝐿2 

and the closure  L⊕ by  

(𝐿1 ⊕ 𝐿2)(𝛾) = max
𝛼,𝛽∈ Σ⊕

𝛼⊕𝛽=𝛾

{ 𝐿1(𝛼) ∧ 𝐿2(𝛽)} 𝑓𝑜𝑟 𝑎𝑙𝑙 𝛾 ∈  Σ⊕, 

(𝐿1 ∪ 𝐿2 = max{ (𝐿1(𝛾), 𝐿2(𝛾)} 𝑓𝑜𝑟 𝑎𝑙𝑙 𝛾 ∈  Σ⊕,  L⊕ =  L0 ∪ L1 ∪ L2 ∪  …   

Where L0(α) = { 
1 if α = 0Σ

 0  otherwise
   and 𝐿𝑖 = 𝐿 ⊕ 𝐿𝑖−1 for all 𝑖 ≥ 2. 

Assertion 4.2: The family of DFMFA-languages is not closed under the operations of union, addition, and closure. 

Proof: Let Σ = {a, b} and 𝐿1, 𝐿2 be two DFMFA-languages defined by  

𝐿1(𝛼) = {
0.6 𝑖𝐹 𝛼 ∈ {0𝛴 , 〈𝑎〉},
0            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  

𝐿2(𝛼) = {
0.6 𝑖𝐹 𝛼 ∈ {0𝛴 , 〈𝑏〉},
0            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                 Clearly, these languages are accepted by DFMFA  

                                                                                   𝐴1𝑎𝑛𝑑 𝐴2from Figure 4 

  

                          a/0.6                       b/0.6`  

                  

                                0.6                        0.6 

               

                DVMFA 𝐴1                   DFMFA 𝐴2 

Languages (𝐿1 ∪ 𝐿2) and 𝐿1 ⊕ 𝐿2 are defined by  

𝑞1 

𝑞0 

𝑞1 

𝑞0 
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(𝐿1 ∪ 𝐿2)(𝛼) =  {
0.6 𝑖𝐹 𝛼 ∈ {0𝛴 , 〈𝑎〉, 〈𝑏〉},

0            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (𝐿1 ⊕ 𝐿2)(𝛼) = 

0.6 𝑖𝐹 𝛼 ∈ {0𝛴 , 〈𝑎〉, 〈𝑏〉 〈𝑎〉 ⊕ 〈𝑏〉},
0            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

None of the languages (𝐿1 ∪ 𝐿2) 𝑎𝑛𝑑 (𝐿1 ⊕ 𝐿2) is a DFMFA-language because the corresponding DFMFA should 

accept  both multiset 〈𝑎〉 𝑎𝑛𝑑 〈𝑏〉,  however in the initial state each DFMFA can read only one input, either a or b , 

not both. Now consider DFMFA-language 𝐿3 defined by 𝐿3(𝛼) = 
{ 1 𝑖𝐹 𝛼 ∈ {0𝛴 , 〈𝑎〉, 〈𝑏〉 〈𝑎〉 ⊕ 〈𝑏〉, 〈𝑎〉 ⊕ 〈𝑏〉3 },

0            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
 

Since (𝐿3 ⊕ 𝐿3)( 〈𝑎〉2 ⊕ 〈𝑏〉2 = 1 = (𝐿3 ⊕ 𝐿3)(  〈𝑎〉 ⊕ 〈𝑏〉3),  each DFMFA accepting (𝐿3 ⊕ 𝐿3 ) should accept 

two different multisets of the same cardinality ( with membership value equal to 1 ) which is not possible. Regarding 

the fact that (𝐿3 ⊕ 𝐿3) is included in 𝐿3
⊕

 it implies that 𝐿3
⊕

 is not a DFMFA-language. 

V.CONCLUSION 

In this paper, the notion of deterministic fuzzy multi-set finite automata was introduced and some properties of the 

equivalent languages were shown. Since the relations every languages accepted by deterministic fuzzy multi-set 

finite automata is the appropriate subfamily of all languages accepted by non-deterministic fuzzy multi-set finite 

automata, Description for languages of together families were presented. The future research can be directed to 

enlarging the theory of fuzzy multi-set languages to the area of both deterministic and non-deterministic pushdown 

automata. 
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